Effect of alloy non-uniformity on optical properties of InGaN bulk and quantum wells
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Abstract—In this work we present a theoretical study of the effects of nanometer-scale non-uniformities in InGaN alloys on their optical properties. We show by empirical tight-binding calculations that, compared to a random alloy, deviations from uniformity lead to an increasing scattering of both the optical matrix elements and the emission energy. While the extracted B-parameter of radiative recombination appears to be relatively insensitive to small non-uniformities, at larger degree of In clustering we can demonstrate the transition to quantum dot-like behaviour. Our results show that alloy non-uniformity allows to reproduce both the measured spectral width of electroluminescence spectra and temperature behaviour of the radiative recombination parameter.

I. INTRODUCTION

Light Emitting Diodes (LEDs) based on Indium Gallium Nitride (InGaN) were first demonstrated by Nakamura et al. in 1993. Currently, they are the most commercially successful devices for high efficiency solid state lighting (SSL) applications [1], [2], [3]. As a matter of fact, InGaN-based LEDs can potentially cover the whole visible spectrum, thus allowing in principle to eliminate the phosphors used in white LEDs for down conversion [4], [5]. Both experimental measurements and theoretical studies have drawn the attention on the presence and the effect of statistical fluctuations of the InGaN alloy composition on the nanometer scale [6], [7], [8], [9]. Despite the high number of studies conducted so far, the impact of In clustering on the optical properties of realistic InGaN/GaN Quantum Well (QW) LEDs has not yet been discussed in detail. Furthermore, the theoretical analyses based on ab-initio approaches performed on InGaN bulk structures lack a properly large supercell size and a significantly high number of random samples simulations.

In the present work, we theoretically calculated the spontaneous emission spectrum, the ground state (GS) optical transitions momentum matrix elements (MME) and the radiative recombination coefficient \( B \) for bulk InGaN and InGaN/GaN single QW (SQW) LEDs taking into account random fluctuations of In content within the well with several degrees of In clustering. For the simulations we use an empirical tight-binding model (ETB) with \( sp^3d^5s^* \) parametrization [10]. The relaxed atomistic structure has been calculated by a modified Keating’s valence force field (VFF) model [11]. The quality of the modeling approach has been tested by direct comparison with density functional theory (DFT) in local density approximation (LDA) on smaller bulk structures.

We assumed a single QW LED with AlGaN electron blocking layer as in [8], and with 20% of Indium in the QW. The atomistic structure was created including the 3 nm thick QW and 3 nm of GaN barrier on both sides. In order to be able to describe localization of the carriers, we used a supercell size in the QW plane of \( 10 \times 10 \) nm. The calculations have been performed at a realistic operating point near peak internal quantum efficiency, in order to be able to compare results with measurement data.

For the construction of the random non-uniform InGaN alloy we used the following approach. We first create a pure GaN structure and calculate the number \( N_{In} \) of Indium atoms to be substituted in order to obtain the required mean \( In_{x}Ga_{1-x}N \) composition. Then we randomly substitute a fraction \( y \) of \( N_{In} \) with uniform probability \( x \). Note that if \( y = 1 \) a uniform random alloy results. Subsequently, we substitute the remaining Indium atoms, but this time the probability of changing a Ga atom into an Indium atom is proportional to the number of Indium atoms already present up to the second nearest cation site, producing thus a spatially non-uniform probability. For our study we used \( y = 0.8, 0.6 \) and \( 0.4 \).

For each degree of clustering, indexed by \( y \), we performed simulations on 50 random samples, allowing to calculate statistically meaningful mean values and the global emission spectra to be compared with experimental data.

II. SIMULATION RESULTS

We calculated the first 8 electron and hole states and the different optical matrix elements for both bulk InGaN and a 3 nm QW with 20% of Indium content, and with increasing degree of clustering corresponding to seed values \( y \) of 0.8, 0.6 and 0.4. The electrostatic potential in the QW case has been obtained from a self-consistent Schrödinger/drift-diffusion calculation at the peak efficiency. Figure 1a shows the cumulative density of states (DOS) obtained by summing the DOS of all random samples for each degree of clustering. We observe the formation of band tails both in the valence and in the conduction band. These tails result in a broadening of the emission spectra towards low energies, as shown in Fig. 1b. Note that the measured spectrum in Fig. 1b (black line) is from a SQW LED with nominally 19.5% Indium, but identical
structure otherwise. It can be seen that a certain degree of non-uniformity can reasonably reproduce the observed spectral width. The non-uniform alloy resulting from $y = 0.4$ starts to show quantum dot (QD) like features, with prominent peaks in the spectrum. Figure 2 shows the histograms of the radiative recombination parameter extracted from the QW calculations. The total recombination $R$ is obtained as the mean of all random samples, and $B$ is then calculated from $R = B\bar{n}\bar{p}$, where $\bar{n}$ and $\bar{p}$ are the mean carrier densities. From the figure we can see the increasing scattering in $B$. $B$ remains unchanged for small degree of clustering, while for larger degree ($y = 0.4$) it starts to increase, since indium-rich regions start to act as QDs, localizing both holes and electrons in the same spatial position.

Fig. 2. Histograms for the radiative recombination parameter $B$ for different degrees of non-uniformity. The mean value is shown with a vertical black bar.
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