Simulation and analysis of 1.55 μm double-fused vertical-cavity lasers
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Using a comprehensive numerical model, we analyze the first long-wavelength (1.55 μm) vertical-cavity surface-emitting lasers operating continuous-wave at room temperature (up to 33 °C). These double-fused lasers employ strain-compensated InGaAsP multi-quantum wells sandwiched between GaAs/AlGaAs distributed Bragg reflectors that are fused on both sides of the InP spacer. The two-dimensional model includes drift and diffusion of electrons and holes, finite-element thermal analysis, calculation of the internal optical field at threshold, and k·p band structure computations. The simulation shows excellent agreement with a large variety of experimental characteristics. Internal laser parameters like optical losses and injection efficiency are obtained. The thermal conductivity of the multilayer mirror is found to be only one third of the value expected. Temperature dependent absorption and Auger recombination within the active region as well as lateral leakage currents are identified as dominating loss mechanisms. The analysis shows great potential for high temperature operation of double-fused vertical-cavity lasers.

I. INTRODUCTION

Long-wavelength (1.3–1.6 μm) vertical-cavity surface-emitting lasers (VCSELs) are a promising new generation of light sources for optical communication systems and optical interconnects. Compared to their edge-emitting counterparts, VCSELs are expected to exhibit advantages in testing, optical coupling, single-mode operation, and modulation. In contrast to the rapid development of AlGaAs VCSELs emitting at shorter wavelengths (<1 μm)1, continuous-wave (cw) lasing operation of long-wavelength InGaAsP VCSELs is severely limited by internal laser heating. This is mainly attributed to disadvantageous material properties of the InGaAsP semiconductor system at long wavelengths. With the lower band gap of the InGaAsP active region, Auger recombination enhances non-radiative losses. With lower photon energy, electron transitions from the split-off valence band into empty states of the heavy-hole band occur at sufficiently high hole densities, causing strong intervalence band absorption (IVBA). Both loss mechanisms are well known from edge-emitting lasers,2 but they are even more severe in VCSELs since the lasing wavelength cannot follow the thermal shift of the gain peak. As a consequence, both the threshold current and the external quantum efficiency are very sensitive to changes in temperature. The use of InGaAsP/InP distributed Bragg reflectors (DBRs) within those VCSELs is accompanied by two additional hindering material properties. InGaAsP lattice matched to InP allows for a small variation of the refractive index that is only about half the variation possible in AlGaAs on GaAs. To obtain high DBR reflectances, a large number of mirror layers has to be grown causing significant diffraction losses.3 InGaAsP also exhibits low thermal conductivity due to disorder scattering of phonons. Thus, thick InGaAsP/InP DBRs that block the thermal flux to the stage lead to a strong increase of the active region temperature in cw operation.

Several advanced concepts of long-wavelength VCSELs have been developed to overcome those limitations.4–6 So far most successful is the utilization of InP/GaAs wafer fusion that led to cw operation of 1.55 μm VCSELs up to ambient temperatures of 33 °C.7–9 These double-fused VCSELs will be further analyzed in our paper to identify the physical mechanisms that prevent lasing at higher temperatures.

The device structure is shown in Fig. 1. Thirty periods of GaAs/Al0.67Ga0.33As form the top DBR that is covered by a metal contact on a GaAs phase matching layer to enhance reflectivity. The mirror absorption is kept small by using relatively low 4 × 1017 cm−3 beryllium p doping. The layer interfaces are parabolically graded to reduce interface electrical resistance.10 The InGaAsP multi quantum well (MQW) active region consists of 7 QWs with about 0.9% tensile strain and 6 barriers with about 0.9% tensile strain. It is embedded in InP spacer layers that have been extended by thin GaAs layers on top of each fused mirror to increase the emission wavelength. The bottom 28-period GaAs/AlAs DBR is pulse doped at all interfaces, in addition to 1018 cm−3 silicon doping. The laser sits top-up on a copper stage, leaving a 2 mm hole for light output through the substrate. Further details of the laser are given in Table I including data from Ref. 7 as well as values that have been determined during the following simulation of experimental results.

The numerical VCSEL simulation combines thermal, optical, gain, and electrical models. Compared to previous versions,11 the electrical model has been improved by two
A. Thermal simulation

A 3D finite-element code is used to solve the steady-state heat conduction equation and to obtain the cylinder symmetrical temperature distribution \( T(r, z) \) within the VCSEL. The bottom metal contact has the constant stage temperature \( T_c \) and heat flux through any other surface is neglected. In general, the temperature rise depends sensitively on the local distribution of the heat generation as function of the injection current \( I \). In our simple case, the top \( p \)-DBR pillar produces most of the internal heat power due to electrical interface resistances at the metal-semiconductor contact, within the DBR, and at the fused GaAs/InP interface. Interface resistances involve quantum-mechanical carrier tunneling that strongly depends on the electrostatic potential profile, i.e., on the local distribution of dopants. Calculations of the interface resistance based on the Schrödinger–Poisson system of equations show poor agreement with measurements due to uncontrolled Be diffusion within the \( p \)-DBR. Thus, measured voltage vs. current characteristics \( V(I) \) of our example device are used to determine the total pillar resistance (Fig. 2). It is of minor importance here, to distinguish between the different types of interfaces since all the pillar heat follows the same path through the active region to the stage. Figure 2 shows that the cw voltage is smaller than the pulsed voltage due to the effect of pillar heating on the interface resistance. \( V(I) \) is reduced by the active region Fermi level separation \( V_a \approx 0.8 \) V to calculate the pillar electrical resistivity \( \varrho \) as function of the current density \( j \). The fit results in a resistivity \( \varrho(j) \) [\( \Omega \cdot \text{cm}^2 \)] that decreases with rising current density \( j \) [\( \text{A/cm}^2 \)] according to

\[
\varrho(j) = 0.36 \times j^{-0.75},
\]

but the total pillar heat power rises with \( I^{1.25} \). The electrical resistance of the bottom \( n \)-DBR is negligible compared to that of the top pillar. The active region heat power is \( IV_a \), the net photon emission is neglected near threshold.

Bulk thermal conductivities are applied to all layers, except the DBRs. Here, reduced values are expected that are caused by phonon mean free path restrictions in thin layers. Measurements on AlGaAs VCSELs result in a thermal conductivity that is only 20\% of the average bulk value. Due to

TABLE I. Internal parameters of the double-fused VCSEL at 25 °C as used in the simulation (\( l \) layer thickness, \( N_{dep} \) doping, \( \mu \) majority carrier mobility, \( n \) refractive index, \( dn/dT \) temperature coefficient of \( n \), \( \alpha \) absorption coefficient, and \( \kappa \) thermal conductivity. * indicates values that have been adjusted to fit experimental results).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>( l ) (( \mu m ))</th>
<th>( N_{dep} ) (1/cm(^3))</th>
<th>( \mu ) (cm(^2)/V s)</th>
<th>( n )</th>
<th>( dn/dT ) (10(^{-4})K)</th>
<th>( \alpha ) (1/cm)</th>
<th>( \kappa ) (W/cm K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Au/Ti (contact)</td>
<td></td>
<td>0.200</td>
<td>...</td>
<td>...</td>
<td>0.83</td>
<td>684000</td>
<td>0.67</td>
<td>0.44</td>
</tr>
<tr>
<td>( p )-GaAs</td>
<td></td>
<td>0.020</td>
<td>2( \times )10(^{19})</td>
<td>3.38</td>
<td>3*</td>
<td>500</td>
<td>0.44</td>
<td>0.22*</td>
</tr>
<tr>
<td>( p )-GaAs</td>
<td></td>
<td>0.182</td>
<td>4( \times )10(^{17})</td>
<td>3.38</td>
<td>3*</td>
<td>25*</td>
<td>0.44</td>
<td>0.22*</td>
</tr>
<tr>
<td>( p )-Al(<em>{0.87})Ga(</em>{0.13})As (DBR)</td>
<td></td>
<td>0.127</td>
<td>4( \times )10(^{17})</td>
<td>3.05</td>
<td>2*</td>
<td>25*</td>
<td>0.44</td>
<td>0.44</td>
</tr>
<tr>
<td>( p )-GaAs (DBR)</td>
<td></td>
<td>0.115</td>
<td>4( \times )10(^{17})</td>
<td>3.38</td>
<td>3*</td>
<td>25*</td>
<td>0.44</td>
<td>0.44</td>
</tr>
<tr>
<td>( p )-GaAs (spacer)</td>
<td></td>
<td>0.020</td>
<td>4( \times )10(^{17})</td>
<td>3.38</td>
<td>3*</td>
<td>25*</td>
<td>0.44</td>
<td>0.44</td>
</tr>
<tr>
<td>( p )-GaAs (spacer)</td>
<td></td>
<td>0.010</td>
<td>4( \times )10(^{18})</td>
<td>3.38</td>
<td>3*</td>
<td>1000</td>
<td>0.44</td>
<td>0.44</td>
</tr>
<tr>
<td>( p )-InP (spacer)</td>
<td></td>
<td>0.178*</td>
<td>1( \times )10(^{18})</td>
<td>30*</td>
<td>3.17</td>
<td>2*</td>
<td>0.24</td>
<td>0.68</td>
</tr>
<tr>
<td>( p )-InP (spacer)</td>
<td></td>
<td>0.100</td>
<td>1( \times )10(^{18})</td>
<td>150</td>
<td>3.17</td>
<td>2*</td>
<td>0.44</td>
<td>0.68</td>
</tr>
<tr>
<td>( p )-Ga(<em>{0.70})Ga(</em>{0.30})As(<em>{0.52})P(</em>{0.48}) (QW)</td>
<td></td>
<td>0.0055*</td>
<td>...</td>
<td>100</td>
<td>3.6</td>
<td>2*</td>
<td>54*</td>
<td>0.043</td>
</tr>
<tr>
<td>( p )-Ga(<em>{0.52})Ga(</em>{0.48})As(<em>{0.52})P(</em>{0.48}) (barrier)</td>
<td></td>
<td>0.008</td>
<td>...</td>
<td>100</td>
<td>3.4</td>
<td>2*</td>
<td>54*</td>
<td>0.043</td>
</tr>
<tr>
<td>( n )-InP (spacer)</td>
<td></td>
<td>0.258*</td>
<td>5( \times )10(^{18})</td>
<td>4600</td>
<td>3.15</td>
<td>2*</td>
<td>8*</td>
<td>0.68</td>
</tr>
<tr>
<td>( n )-GaAs (spacer)</td>
<td></td>
<td>0.050</td>
<td>1( \times )10(^{18})</td>
<td>4600</td>
<td>3.15</td>
<td>2*</td>
<td>8*</td>
<td>0.68</td>
</tr>
<tr>
<td>( n )-GaAs (DBR)</td>
<td></td>
<td>0.115</td>
<td>1( \times )10(^{18})</td>
<td>3.38</td>
<td>3*</td>
<td>6*</td>
<td>0.44</td>
<td>0.22*</td>
</tr>
<tr>
<td>( n )-AlAs (DBR)</td>
<td></td>
<td>0.134</td>
<td>1( \times )10(^{18})</td>
<td>2.89</td>
<td>3*</td>
<td>6*</td>
<td>0.44</td>
<td>0.22*</td>
</tr>
<tr>
<td>( n )-GaAs (substrate)</td>
<td></td>
<td>450</td>
<td>5( \times )10(^{18})</td>
<td>3.38</td>
<td>3*</td>
<td>5.8</td>
<td>0.44</td>
<td>0.44</td>
</tr>
</tbody>
</table>
this uncertainty, the thermal conductivity of the n-DBR is used as fit-parameter to find agreement with the measured threshold current $I_{th}(T_s)$ in cw operation (see Sec. III B), resulting in $\kappa_{DBR}=0.22 \text{ W/cm K}$, one third of the average bulk value. The same parameter is applied to the top DBR where its impact is small with top-up mounting. All other thermal conductivities in Table I are taken from Ref. 16 and an average temperature dependency of $\kappa \approx T^{-1.375}$ (Ref. 17) is included.

The laterally averaged temperature rise $\Delta T_s(I)$ within the active region divided by the total heat power $IV$ gives a thermal VCSEL resistance of 1440 K/W that slightly increases with rising $I$, mainly due to the thermal lowering of $\kappa(T)$. The laterally averaged temperature rise $\Delta T_s(I)$ within the active region divided by the total heat power $IV$ gives a thermal VCSEL resistance of 1440 K/W that slightly increases with rising $I$, mainly due to the thermal lowering of $\kappa(T)$.

The calculated temperature profile $T(0,z)$ and the average MQW temperature $T_a$ are employed in the following simulation steps as function of the injection current $I$.

### B. Optical simulation

In general, the calculation of the three-dimensional electromagnetic field within a VCSEL requires elaborate solutions of Maxwell’s equations in an open resonator.\(^\text{18,19}\) In many cases, the effective index method can be used to investigate the behavior of higher-order transverse modes in VCSELs.\(^\text{12}\)

In this work, we are primarily interested in lasing operation at threshold. Therefore, mode shape, resonant wavelength and modal gain are determined using a simplified analysis. Our air-post structure shows strong index guiding and considerable sidewall scattering. Thus, the lowest-order transverse mode is assumed to be the first to reach threshold. The air-post is modeled as a cylindric dielectric waveguide leading to Bessel functions approximately describing the field both in and below the pillar. Spatial hole burning is expected only at higher photon densities well above threshold and it is not considered here. Furthermore, we assume that thermal lensing is negligible in our case of homogeneous current injection through the DBR pillar.

The reflectivity of the air-post pillar seen from the cavity is calculated assuming normal incidence. The resonant wavelength $\lambda$ and the threshold gain $g_{th}$ of this cavity are determined using the transmission matrix method.\(^\text{20}\) The cavity losses resulting from scattering on the DBR pillar sidewalls are added to the DBR absorption. The free-space propagation of the mode through the bottom part of the VCSEL results in diffraction loss when the mode couples back to the air-post pillar.\(^\text{3}\) This diffraction loss is expected to be very small, as shown in Ref. 7. The differential external quantum efficiency

$$\eta_{ext} = \eta_1 |E_{out}|^2 / g_{th} a_n |E_a|^2$$

is calculated from the intensity ratio $|E_{out}|^2 / |E_a|^2$ of emitted wave and average optical field within the active region with $l_n \kappa_n$ describing the optical length of the active region.\(^\text{21}\) The differential carrier injection efficiency $\eta_1$ is later found to be 80% (see Section III A). Table I lists the material parameters $n$, $dn/dT$, and $\alpha$ that are essential for the optical simulation. These values shall now be discussed in detail. Critical parameters are obtained by fitting the optical simulation to measured characteristics of emission wavelength and differential external efficiency.

The refractive indices $n$ of AlGaAs, InP, and the metal contact are obtained from Refs. 22–24, respectively. Within the MQW active region, $n$ is influenced by the carrier density and approximated values are used here (variations show only small effect). The temperature dependency $n(T)$ has been found to have considerable impact on VCSEL performance.\(^\text{21}\) Material dependent temperature parameters $dn/dT$ cause a thermal shift not only of the emission wavelength, but also of DBR reflectivity, external efficiency, and threshold gain. Values of $dn/dT$ are extracted from Ref. 23 (InP) and Ref. 25 (AlAs). Varying numbers $dn/dT$ are reported for GaAs and the measured thermal red-shift of the lasing wavelength $\Delta \lambda / \Delta T \approx 0.12 \text{ nm/K}$ in pulsed VCSEL operation is used to obtain $dn/dT = 3 \times 10^{-4} \text{ K}^{-1}$. From those parameters, the refractive index of each layer is determined according to the temperature profile $T(0,z)$ as function of the injection current $I$. Thermal expansion of the layer thicknesses is also included but its influence is negligible.

At $T_s=25^\circ\text{C}$, the measured emission wavelength is $\lambda = 1542 \text{ nm}$. This number is governed by the optical length of the cavity. Before fusion, thin GaAs layers have been added on top of each mirror to increase $\lambda$ and to compensate for small InP spacer layers.\(^\text{7}\) Inhomogeneities of several 10 nm are not surprising in InP wafer fabrication. In the optical calculation, the InP spacer thicknesses are fitted to find agreement with the measured wavelength. Slight deviations of other layer thicknesses or of refractive indices are also possible but hard to separate.

Photon absorption is mainly caused by free carriers and the absorption coefficients $\alpha$ are obtained from Ref. 7, except for the $p$-DBR and the MQW. In the $p$-DBR pillar, scattering losses at the sidewall have to be added to the average bulk absorption of 8 cm$^{-1}$. These sidewall losses can be extracted from the measured external efficiency at different pillar diameters $d$.\(^\text{26}\) The differential injection efficiency

\[ \eta_{ext} = \eta_1 |E_{out}|^2 / g_{th} a_n |E_a|^2 \]
\( \eta_s \) is almost constant as indicated by recent measurements. \(^{27}\) The fit to the experimental characteristic \( \eta_{ext}(d) \) (Fig. 3) results in an almost linear dependency of the \( p\)-DBR optical losses \( \alpha_{p-DBR} \) [1/cm] on \( d^{-2} \) [cm\(^{-2}\)]

\[
\alpha_{p-DBR} = 8 + 2.39 \times 10^{-5} d^2. \tag{3}
\]

For our example device (\( d = 12 \) \( \mu \)m), the measured external quantum efficiency is only about 2.3\% at 25 \( ^\circ \)C and it shows an exponential decrease with rising temperature (Fig. 3). This behavior must be related to temperature dependent absorption somewhere in the VCSEL (the influence of carrier leakage is discussed in Section III A). Intervalance band absorption shows an exponential temperature dependency based on the number of heavy holes that are available at the IVBA wavevector. \(^2\) IVBA is also proportional to the total hole density. Within the MQW active region, the hole density at threshold is known to increase with higher temperature. Thus, an exponential temperature dependency of the MQW absorption coefficient \( \alpha_{MQW} \) [1/cm] is assumed and the fitting to measured data \( \eta_{ext}(T_s) \) (Fig. 3) gives

\[
\alpha_{MQW} = 1.57 \times 10^{10} \exp \left[ -0.5 \text{ eV} \frac{1}{k T_a} \right] \tag{4}
\]

\( k \) is Boltzmann constant. The effective activation energy of 0.5 eV includes the increase in threshold carrier density and it is larger than the IVBA activation energy. \(^2\) The MQW absorption coefficient at 25 \( ^\circ \)C is 54 cm\(^{-1}\). Because of additional loss mechanisms considered here, this number is smaller than reported previously \(^{31}\) and it is now in excellent agreement with IVBA measurements on compressively strained 1.55 \( \mu \)m MQWs. \(^{28}\) The accuracy of our MQW absorption parameters depends on the accuracy of the optical losses assumed in the other layers. The highly doped \( p\)-side GaAs/InP interface could also cause strong IVBA, but it is intentionally close to the null of the optical field and its impact on the loss calculations is small. This impact could rise due to uncontrolled dopant diffusion away from the interface causing absorption losses that can hardly be separated from MQW absorption in our device analysis. Thus, Eq. (4) is considered to represent the net effect of temperature dependent absorption in the VCSEL investigated.

### C. Gain calculation

The objective of the gain model is to calculate the threshold carrier density \( N_{th} \) from the threshold gain \( g_{th} \) obtained in the optical simulation. The gain computation was developed from Ref. 29 and it includes two steps. First, the energy band structure of the strain-compensated MQW is determined using a \( 4 \times 4 \) \( k \cdot p \) method \(^{30}\) and the band offset model of Ref. 31. Both the hydrostatic and the shear component of the strain change the valence band structure. Figure 4 displays the energy band diagram of our MQW including the first energy level of electrons and holes, respectively. In the valence band, the band edge is different for heavy holes and light holes. Light holes are not localized in the quantum well. Dipole matrix elements of all transitions between conduction and valence bands are obtained. In the second step, the optical gain \( g(\lambda,N,T_a) \) is calculated from those results for any given emission wavelength \( \lambda \), MQW carrier density \( N \), and average active region temperature \( T_a \). Thereby, we calculate first the spontaneous emission spectrum \( R_{spon} \) using the stored band structure, dipole matrix elements, and a Lorentzian broadening with an intraband relaxation time of \( 10^{-13} \) s. \(^2\) Then, the optical gain is determined via the relation

\[
g(\lambda,N,T_a) \approx 1 \times \frac{h c \lambda - e V_a(N,T_a)}{k T_a} \times R_{spon}(\lambda,N,T_a), \tag{5}
\]

where \( e V_a \) is the separation between the quasi-Fermi energies of holes and electrons and \( h c / \lambda \) is the photon energy (\( h \) is Planck’s constant, \( c \) is light velocity).

The calculated gain depends on MQW layer compositions and thicknesses which might be slightly different from...
the numbers intended. Both parameters affect the QW band gap which has to be adjusted to fit experimental results. In our case, the intended QW thickness of 6 nm is reduced by 0.5 nm to find agreement with the peak of the photoluminescence spectrum measured before fusion. The thermal band gap shrinkage parameter used is $dE_g/dT = 0.37 \text{ meV/K}$, and it governs the red-shift of the gain spectrum with higher temperature. Calculated functions $g(\lambda)$ for different carrier densities $N$ at $T_a = 25^\circ \text{C}$ are depicted in Fig. 6. At small carrier densities, increasing band filling causes a blue-shift of the gain peak wavelength and at higher $N$, carrier exchange and correlation effects lead to a gain peak red-shift (band gap shrinkage).

At threshold, the lateral carrier distribution within the MQW is almost homogeneous underneath the DBR pillar and the condition $g_{th} = g(\lambda,N_{th},T_a)$ delivers the threshold carrier density $N_{th}$.

D. Electrical simulation

This part of the simulation procedure eventually delivers the threshold current $I_{th}$ corresponding to the threshold carrier density $N_{th}$ calculated above. The carrier transport through the double-fused VCSEL is affected by a large number of hetero-interfaces, especially within the DBRs, that create a considerable electrical resistance. This resistance depends on current density and temperature (Fig. 2). The total voltage drop is mainly determined by the top pillar (including the upper fused interface) and by the Fermi level split in the active region ($V_a \approx 0.8 \text{ V}$). In our electrical model, the homogeneous current injection through the $p$-DBR pillar on one side and the small $n$-DBR resistance and high electron mobility on the other side allow for the separation of the center part of the VCSEL from the DBRs with the two fused interfaces considered as injection contacts. The carrier transport through spacer layers and active region is simulated by solving the van Roosbroeck equations for drift and diffusion of electrons and holes using a 2D finite element code. This code considers Fermi statistics and hetero-interfaces but it does not yet include quantum wells. Thus, a 38.5 nm thick bulk active region is assumed with effective densities of states in conduction and valence band, $N_c = 5.5 \times 10^{17} \text{ cm}^{-3}$ and $N_v = 5.0 \times 10^{18} \text{ cm}^{-3}$, respectively, which have been obtained from the MQW band structure calculations. These numbers ensure that the positions of the quasi Fermi levels within the bulk active region near threshold correspond to our strain-compensated MQW (Fig. 7). The con-
depends on the position of the electron Fermi level, i.e., on the number of holes in opposite direction. This electron leakage strongly affects the threshold current and to its temperature dependency is analyzed in Section III.

In summary, the injection current $I_{th}$ required to obtain the threshold carrier density $N_{th}$ within the MQW active region depends on SRH recombination, spontaneous emission, Auger recombination, vertical leakage, and lateral leakage

$$I_{th} = I_{SRH} + I_{spon} + I_{Auger} + I_{leak} + I_{leak}.$$  (6)

The relative contribution of each mechanism to the threshold current and to its temperature dependency is analyzed in Section III.

III. SIMULATION AND ANALYSIS OF DEVICE PERFORMANCE

A. Pulsed operation

In pulsed operation, significant laser heating can be avoided. With our pulse length of 100 ns and a repetition rate of 100 kHz, no thermal shift of the emission wavelength occurs, compared to lower repetition rates. Thus, the internal laser temperature is approximately equal to the stage temperature $T_s$. The thermal simulation can be skipped and a constant temperature $T(r,z)=T_s$ is assumed.

Measurements of the pulsed threshold current $I_{th}$ of our example device show a strong dependency on the stage temperature $T_s$ leading to a temperature coefficient of $T_s=44$ K (Fig. 9). Combining the optical, gain, and electrical model, $I_{th}(T_s)$ can be simulated by adjusting the non-radiative MQW recombination parameters $A$ and $C$ (solid line in Fig. 9). At $T_s=25$ °C, the threshold gain is found to be $g_{th}=900$ cm$^{-1}$ and the threshold carrier density is $N_{th}=2.7 \times 10^{18}$ cm$^{-3}$. About 40% of the current is due to Auger recombination, 38% to lateral current leakage, 14% to spontaneous emission, and 8% to SRH recombination. The contribution of vertical current leakage is well below 1%. The dashed lines in Fig. 9 indicate the thermal increase of the different carrier losses. Auger recombination shows the

![Contour plot of the hole current density $j_{p,r}(r,z)$ in r-direction near the $p$-DBR pillar rim.](image1)

![Threshold current $I_{th}$ vs stage temperature $T_s$ in pulsed operation: comparison of measurement (see Ref. 7) (dots) and simulation (solid line). Dashed lines show the contribution of different mechanisms according to Eq. (6).](image2)
The strongest increment which is connected to the rising MQW absorption. The lateral leakage current is almost proportional to \( N_{th} \) and its increase is dominated by lateral hole diffusion within the MQW. Considerable vertical leakage only occurs at even higher temperatures with \( N_{th} \approx 5 \times 10^{18} \text{ cm}^{-3} \).

Measured values of the threshold current density \( j_{th} \) as function of the \( p \)-DBR diameter \( d \) are shown in Fig. 10. The fit (solid line) is obtained by adjusting the hole mobility in the upper \( p \)-InP spacer layer. The dashed line in Fig. 10 is based on the \( d \)-dependence of optical losses only. The difference between both curves gives the contribution of current spreading, that rises strongly with lower DBR diameter.

Besides contributing to the threshold current, carrier losses can also affect \( \eta_{ext} \) by reducing the differential MQW injection efficiency \( \eta_i \). This influence is negligible only as long as the pulsed threshold current does not change above threshold, i.e., as long as the carrier losses are constant.\(^{20}\) This is generally assumed for recombination and lateral diffusion losses within the active region since Fermi levels and carrier densities are clamped at the threshold level. But thermionic emission has been found to increase above threshold due to further reduction of the potential barrier within the \( p \)-spacer and to reduce \( \eta_i \) in 1.3 \( \mu \text{m} \) InGaAsP edge-emitting lasers.\(^{34}\) In our case, no separate confinement layers are used and the large conduction band offset between MQW and InP keeps vertical leakage as well as its impact on \( \eta_i \) very small. Another carrier loss mechanism, that is not constant above threshold, is the lateral leakage in the upper \( p \)-InP spacer layer which strongly contributes to the total current. Since this hole drift current is driven by the electrical field, it increases with rising voltage and leads to \( \eta_i = 80\% \) for our example device.

The very good agreement of the simulations with a variety of measurements in pulsed operation confirms the physical parameters obtained. The same parameters are now employed to simulate cw operation.

**B. Continuous-wave operation**

cw operation causes a strongly inhomogeneous temperature distribution \( T(r,z) \) within the VCSEL. The calculated temperature profile \( T(0,z) \) along the laser axis is shown in Fig. 11 at different values of the injection current. A steep slope of \( T(0,z) \) is caused by the low MQW thermal conductivity (at center dashed line in Fig. 11).

Measured cw threshold parameters \( I_{th} \) and \( \eta_{ext} \) are shown in Fig. 12 as a function of the stage temperature \( T_s \). Lasing operation cannot be obtained for \( T_s > 33^\circ \text{C} \). All four components of the simulation procedure are combined to simulate this behavior, using the DBR thermal conductivity \( \kappa_{DBR} \) as the only fit parameter (see Section II A). After adjusting \( \kappa_{DBR} \), the calculated functions \( \eta_{ext}(T_s) \) and \( I_{th}(T_s) \) are close to the data measured (Fig 12). Deviations might be caused by unstable heat sinking. In the calculation, no cw lasing occurs at temperatures \( T_s > 30^\circ \text{C} \), i.e., the required...
threshold current $I_{th}(I)$ remains larger than the injection current because of increased losses. This maximum stage temperature of 30 °C is correlated to a maximum temperature of the active region of 50 °C. Both numbers are in good agreement with experimental limits of 33 °C and 55 °C, measured in cw and in pulsed operation, respectively. At the maximum cw operation temperature, 58% of the threshold current are caused by Auger recombination, 25% by lateral carrier leakage, and only 1% by vertical electron leakage across the MQW. Figure 13 displays the relative increase of MQW absorption, threshold gain $g_{th}$, and Auger current $I_{Auger}$ as functions of the injection current $I$ at $T_s=30^\circ$C. With rising $I$, the MQW heats up and strongly enhanced MQW absorption ($\alpha_{MQW}=250$ cm$^{-1}$ at $T_a=50^\circ$C) leads to rising $g_{th}$ and $N_{th}$ (slightly counteracted by increased DBR reflectivity) and eventually to a large Auger current that keeps $I_{Auger}$ above the injection current at higher temperatures. Thus, absorption losses are found to be the main reason for the temperature limitation of cw VCSEL operation. IVBA at 1.55 μm wavelength is known to be strong in bulk InGaAsP but it is often expected to decrease within compressively strained QWs. Other investigations confirm considerable IVBA in 1.2% compressively strained 1.55 μm MQWs. In our strain-compensated MQW, unconfined holes might enhance absorption losses.

IV. SUMMARY

Our comprehensive numerical VCSEL model includes all major loss mechanisms that potentially limit the device performance: temperature dependent optical absorption, p-DBR scattering losses, MQW non-radiative recombination, as well as vertical and lateral leakage currents. Internal material parameters are carefully adjusted and the simulation leads to an excellent agreement with a large variety of measured results. These measurements are: (1) threshold current vs temperature and vs DBR diameter, (2) differential external quantum efficiency vs temperature and vs DBR diameter, (3) emission wavelength vs temperature, and (4) voltage vs current. Internal laser parameters are determined, including the p-DBR electrical resistivity, optical losses in MQW and DBR, the injection efficiency (absolute and differential), the $p$-spacer hole mobility, the Auger coefficient, the thermal resistance, and the DBR thermal conductivity. Optical absorption, Auger recombination, and lateral leakage currents are found to be the main loss mechanisms. Intervalance band absorption dominates the thermal VCSEL behavior and it restricts the cw lasing temperature. The analysis clearly shows the potential of double-fused VCSELs for high-temperature cw operation.
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