Broadband 3D optical modeling of HgCdTe infrared focal plane arrays
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Abstract—We present a modeling technique for the efficient broadband simulation of infrared HgCdTe-based focal plane arrays. The approach performs a single broadband FullWAVETM FDTD optical simulation and a series of discrete Fourier transforms for obtaining absorbed photon density profiles on a set of frequencies. These distributions are then aggregated, through a weighted average, and imported as a generation term into a single Sentaurus Device electrical simulation, which calculates the corresponding photocurrent and inter-pixel crosstalk. This technique can save an order of magnitude in memory and computation time compared to performing multiple monochromatic optical and electrical simulations.

I. INTRODUCTION

The current development of infrared (IR) HgCdTe-based focal plane arrays (FPAs) with sub-wavelength pixel pitch [1–4] aims at FPAs with pixel size $d = 5–6 \ \mu m$ for long-wavelength IR detectors (LWIR, cutoff wavelength $\lambda_c \approx 8–14 \ \mu m$) and $d = 2–3 \ \mu m$ for mid-wavelength ones (MWIR, $\lambda_c \approx 3–5 \ \mu m$). We have recently investigated [5] with 3D numerical simulations the spectrally-resolved optical response and inter-pixel crosstalk of a 5×5 LWIR n-on-p Hg$_{0.77}$Cd$_{0.22}$Te array with $d = 5 \ \mu m$ under monochromatic illumination, using both plane waves and focused sources. In the present work, the optical response of the same array is determined under nonmonochromatic focused illumination. As in [5–7], the Sentaurus Device numerical simulator by Synopsys [8] is employed to solve the electrical problem within the drift-diffusion (DD) framework, taking into account the composition, doping, and temperature dependence of the HgCdTe alloy at 77 K. The optical generation rate $G_{opt}$ due to the illumination enters as a source term in the DD continuity equations, and is taken equal to the absorbed photon density $A_{opt}$. Here $A_{opt}$ is evaluated by the finite difference time domain (FDTD) algorithm as implemented in FullWAVE™ [9], a commercially available optical software tool with seamless integration to the Sentaurus Device workflow. The response to nonmonochromatic illumination sources may be addressed in two ways, which are described in Sec. II and III below.

II. AGGREGATED MONOCHROMATIC SIMULATIONS

The most general and direct approach is to make multiple single-frequency optical and electrical simulations over the desired frequency range. The 5×5 LWIR array was illuminated with a normally incident Gaussian beam with a beam waist $w_0$ of 3.4 $\mu m$. A total of $N=65$ monochromatic optical and electrical simulations were performed over the frequency range $\nu = 30–150 \ \text{THz}$ ($\lambda \approx 2–10 \ \mu m$). In the FullWAVE™ FDTD simulations, convolutional perfectly matched layer (CPML) boundary conditions were used in all directions. At each frequency $\nu$, we obtained an absorbed photon density rate $A_{opt}(\nu)$ through optical simulation, assuming the same power being launched at each frequency. The absorbed photon density profiles at three of these frequencies ($\nu \approx 120, 75, 45 \ \text{THz}$, corresponding to $\lambda \approx 2.5, 4, 6.667 \ \mu m$) are shown in Fig. 2(a), (b), and (c), respectively.

At each frequency in the range of interest, the associated $A_{opt}$ was imported into Sentaurus Device, which was used to solve the carrier transport equations. The photocurrent $I_{ph}$ collected by the central pixel (CP), its nearest neighbors (NNs), and the...
corner neighbors (CNs) is shown in Fig. 3 (red stars, black crosses and blue circles, respectively). This allows for the investigation of the inter-pixel electrical and optical crosstalk, whose expressions can be found in [5], Eqs. (19, 20).

Fig. 3. The simulated photocurrent spectra \( I_{\text{ph}}(\nu) \) obtained using the \( A_{\text{opt}}(\nu) \). Red stars refer to the central pixel, black crosses and blue circles to nearest and corner neighbors, respectively. The corresponding \( I_{\text{ph,agg}} \) obtained from \( A_{\text{opt,agg}} \) are shown as horizontal lines (red solid line for CP, black dashed line for NNs, blue dotted line for CNs).

The effect of a nonmonochromatic (broadband) optical source may be obtained by summing the rates \( A_{\text{opt}}(\nu) \) according to \( A_{\text{opt,agg}}=\frac{1}{N}\sum_{i=1}^{N} A_{\text{opt}}(\nu_i) \). Fig. 2(d) reports the \( A_{\text{opt,agg}} \) distribution, which includes the contributions of all 65 monochromatic optical simulations. In Fig. 3, the photocurrent \( I_{\text{ph,agg}} \), obtained from DD simulations using \( A_{\text{opt,agg}} \), is shown for each type of pixel (horizontal lines): \( I_{\text{ph,agg}} \equiv 0.176 \) nA for CP, \( I_{\text{ph,agg}} \equiv 0.0298 \) nA for NNs, \( I_{\text{ph,agg}} \equiv 0.0079 \) nA for CNs. We note that, since the optical flux is quite low, despite the nonlinearity of the electrical problem treated in the DD framework, the \( I_{\text{ph,agg}} \) obtained for each pixel is very close to the weighted average \( \frac{1}{N}\sum_{i=1}^{N} I_{\text{ph}}(\nu_i) \).

III. BROADBAND SIMULATIONS

In order to save on computational resources (CPU time and memory), we considered also the alternative approach to obtain the aggregate result through a single optical and electronic simulation. This approach uses, for the optical input, a very narrow time-domain Gaussian pulse \( g(x, y; t) \) and a series of discrete Fourier transforms (DFTs) to obtain the response at each frequency. In this way, a single broadband FullWAVE™ FDTD simulation can produce the \( N \) distributions \( A_{\text{opt}}(\nu) \) in a user-defined frequency interval. These can be aggregated in a way identical to the one described in Sec. II for the monochromatic simulations. The \( A_{\text{opt,agg}} \) thus obtained is used as input for a single drift-diffusion device simulation, yielding \( I_{\text{ph,agg}} \). This approach can save an order of magnitude in simulation time depending on the number of simulated frequencies. The \( A_{\text{opt,agg}} \) calculated through this approach with a single broadband simulation [9] is shown in Fig. 4.

![Fig. 4. Aggregated photocurrent I_{ph,agg} resulting from the sum of 65 rates obtained via DFT in the interval \( \nu = 30–150 \) THz (\( \lambda \approx 2–10 \) µm) with a single broadband FDTD calculation.](image)

The result agrees well with the \( A_{\text{opt,agg}} \) obtained from the monochromatic scan from Fig. 2(d). Regarding the electrical results, we obtained \( I_{\text{ph,agg}} \equiv 0.174, 0.0301, 0.0082 \) nA for CP, NNs and CNs, respectively, in excellent agreement with the aggregated results from the monochromatic approach shown in Fig. 3 by horizontal lines. It should be noticed that this broadband approach still produces all the optical spectral information contained in the \( A_{\text{opt}}(\nu) \) rates, and just one electrical simulation is needed to obtain other quantities such as the aggregated photocurrent \( I_{\text{ph,agg}} \) or the corresponding quantum efficiency.
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